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Introduction and Motivation
• Multimodal Vision-Language Learning fuses visual and textual 

information to enable models with more robust reasoning and 
real-world applicability.

• Visual Question Answering (VQA), and its medical counterpart 
MVQA, leverage this fusion to interpret clinical images and answer 
medical questions in natural language. MVQA can assist 
healthcare professionals by providing clinical decision support and 
improving access to medical information.

• Challenges of MVQA: limited amount of data that can make it 
easier for models to overfit and not provide enough generalization



Background - MVQA

Figure 1: Overview of the MVQA Task.



Background - Datasets

• OVQA Dataset [HWLH22]
• dataset that focuses on orthopedic medical data
• 2001 images and 19 020 QA pairs
• Questions are divided into six different categories: abnormality, 

attribute other, conditions presence, modality, organ system and 
plane

• VQA-Med-2019 dataset [AH+19]
• 4200 images selected from MedPix database and 15 292 

corresponding questions divided into train, validation and test data
• Questions were divided into four different categories: Organ, Plane, 

Modality and Abnormality
• Both closed-ended and open-ended types of questions



Background - Related Work

MVQA Tasks: Tackled as both classification and generation problems.
Architecture Trends: Earlier methods use separate encoders and fusion 
(e.g., MLP, attention) [Y+19, VS+19], while more recent work adopts 
transformer-based models [RZ20, KB+21, CDW+23].
Question-Type Splitting: Some models divide tasks by question type (e.g., 
organ, plane, abnormality) [ZKR19, AT+19], some using classifiers for factual 
queries and generators for open-ended ones.
Multitask & Meta-Learning: Techniques like Skeleton-based Sentence 
Mapping and MEVF modules with MAML and CDAE address data limitations 
[L+20, N+19, DN+21].
Generative & LLM-Based Models: Models such as [VSD+23] generate 
open-form answers using visual prompts and LLMs (e.g., GPT-2).



Background - Multitask Learning

• What is Multitask Learning?
• Multi-task Learning (MTL) is a popular paradigm in which models 

are trained to perform multiple tasks simultaneously by sharing 
representations.

• Challenges of MTL
• Choosing the right tasks
• Designing the appropriate architecture
• Determining the optimal way to combine losses during learning



Background - MTL in VQA/MVQA
VQA Reframed as MTL: Pollard et al. [PS20] train a multitask model 
across question types (e.g., object, numeric, colour, spatial), 
outperforming single-task baselines.
SFN Model for MVQA: Kornuta et al. [KRS+19] introduce Supporting 
Facts Network with five classification heads, combining fused input 
and auxiliary knowledge (e.g., image size).
MTL in Pretraining: Gong et al. [GCL+21] pretrain an image encoder 
via semantic tasks (e.g., segmentation) and an image-question 
compatibility task to enhance performance on VQA-RAD [LG+18].
Caption-Based MTL Framework: Cong et al. [CXGT22] add a 
captioning task and question-type classification   heads for both image 
and text encoders, improving multimodal understanding.



Approach

• We propose a multitask model named CAMMA for the MVQA 
task that uses other annotations that most MVQA datasets 
have, such as question type, answer type, and organ type in 
a cascaded multitask architecture to reduce overfitting and 
improve generalization.



Approach - Research Questions

• Does multitask learning work as a method to improve 
generalization and reduce overfitting for models developed 
for solving MVQA?

• Does the additional information embedded in our multitask 
approach lead to an enhanced performance of the model?

• Would symbiotic tasks for an MVQA multitask approach be 
useful for increasing model accuracy compared to the 
single-task approach?



Approach - Task Formulation

• Denoting by I a set of medical images, by Q a set of questions/texts in 
natural language, and by C a set of classes corresponding to the considered 
tasks (in our case the main answer, the image organ type, the answer type, 
and the question type), the MVQA task in a multi-task formulation can be 
formalized as the problem of learning a mapping: Φ : I × Q → C

Figure 2: Overview of the MVQA task in the normal and multitask formulation of the task.



Approach - General Architecture

Figure 3: Overview of the proposed CAMMA model om the OVQA dataset.



Approach - General Architecture

Figure 4: Overview of the proposed CAMMA model om the VQA-Med 2019 dataset.



Experimental Results - Architecture 

Table 1: Performance of CAMMA based on the choice of image encoder, fusion module and 
use of MTL.



Experimental Results - Task selection

Table 3: Results on the VQA-Med 2019 
dataset different classification tasks selection.

Table 2: Results on the OVQA 
dataset different classification tasks 
selection.



Experimental Results - Comparison to 
Related Work

Table 4: Comparison to related work on OVQA dataset.



Experimental Results

Figure 5: Performance comparison based on question category, body part, and answer type on OVQA Dataset.

Figure 6: Performance comparison based on question category and answer type on VQA-Med-2019.



Conclusions and Future Work
We presented CAMMA, a cascading multitask architecture for Medical Visual 
Question Answering that achieved state-of-the-art results on the OVQA dataset, 
showing that multitask learning improves performance and reduces overfitting.

Our experiments confirm that embedding additional information through multiple 
classification heads helps address data scarcity, and a cascaded approach 
consistently increases performance by leveraging knowledge of organ, question and 
answer types.

For future work, we plan to use task weights as hyperparameters to optimize task 
balance, explore new tasks to add to the framework, and investigate self-supervised 
tasks such as image or question reconstruction due to limited extra annotations. We 
also plan to look into explainability and interpretability for future models.
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